A multi-classifier system for the characterization of normal, infectious, and cancerous prostate tissues employing transrectal ultrasound images
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\textbf{Abstract}

A computer-aided diagnostic system has been developed for the discrimination of normal, infectious and cancer prostate tissues based on texture analysis of transrectal ultrasound images. The proposed system has been designed using a panel of three classifiers, which have been evaluated individually or as a multi-classifier scheme, using the external cross-validation procedure. Clinical data consisted of 165 transrectal ultrasound images, characterized by an experienced physician as normal (55/165), cancerous (55/165), and infectious (55/165) prostate cases. From each image, the physician delineated the most representative regions of interest, from which, 23 textural features were extracted. Classification was seen as a two level hierarchical decision tree. Normal from infectious and infectious from cancer cases were discriminated at the 1st and 2nd level of the decision tree, respectively. The best classification results for the 1st level were 89.5%, whereas for the 2nd level 90.1%. The utilization of multi-classifier system improved the discrimination of prostate pathologies as compared to individual classifiers; for infectious prostate cases improvement was from 87.3% to 88.7% and for cancer prostate cases improvement was from 84.1% to 91.4%. In terms of overall system performance (the decision tree’s node propagating error taken into account), best classification accuracies were 89.5%, 79.6% and 82.7% for the recognition of normal, infectious and cancer cases, respectively. The proposed system might be used as a second opinion tool for assisting diagnosis of different prostate pathologies.
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1. Introduction

The three most common and significant pathologies of the prostate gland are infection (which refers to prostate inflammation), hyperplasia (that is, abnormal growth of benign prostate cells) and cancer. Standard diagnostic tests for discriminating these pathologies are digital rectal examination and transrectal ultrasound imaging (TRUS) [1,2]. Other diagnostic test comprise power Doppler imaging [3] and combined ultrasonic and magnetic-resonance methods [4]. TRUS imaging is performed for assessing the size of the prostate gland and assisting the visually identification of tumors [5,6]. Although TRUS is among the most important tools for diagnosing prostate pathologies, its accuracy is limited by means of poor inter-and intra-observer reproducibility of the observing physicians [7,8]. To ameliorate for this effect, several computer-aided diagnostic (CAD) systems have been proposed as second opinion tools [9–16]. CAD systems comprise two important stages: (i) the feature extraction stage, in which the morphological and textural patterns of the prostate gland in ultrasound images are encoded in the form of numerical features (patterns) and (ii) the classification stage, in which these patterns are interpreted into diagnostic conclusions, using pattern classification methods.

In general, all the developers of proposed CAD systems agree upon the characteristics (morphological and textural) that seem to be important for the evaluation of prostate pathologies in ultrasound images. However, the existence of multiple classification algorithms implies that there is a lack of consensus among experts as to which is the best single classification approach. Additionally, the reported specificities, sensitivities and overall accuracies in discriminating normal from cancerous prostate tissues vary significantly from 78% to 85.7%. The latter variation might be possibly due to the utilization of different (a) classification methodologies [10,12,15,17], (b) diagnostic features, (c) ROI (region of interest) selection, (d) pixel resolution sizes and (e) ultrasound imaging equipment. An important aspect that remains problematic in CAD systems is that the evaluation of the classifiers’ performance has been applied mostly internally to the feature selection process [12,18]. The latter has been identified as generating optimistic estimates of the classifier’s performance [19–22]. Thus, features selected using internal validation processes (like cross-validation) are most likely to generalize poorly to unseen data. The latter effect has not been investigated by previous studies making difficult the extraction of conclusions regarding generalization. Moreover, there are few studies that have used wrapper feature selection methods [13] (i.e. features are selected independently of the classifier construction stage [19–22]), but these studies, have reported relatively low accuracies (area under the receiver operating characteristic (ROC) curve 61.6%). Moreover, most of previous studies have explored the discrimination of normal from cancerous prostate cases. However, there are other important subcategories deserving special attention, such as hypertrophy and infectious prostates. The integration of hypertrophy in a CAD system has been examined by [15] with accuracy 78%. However, infectious cases, possibly representing early stages of cancer development [23,24], have not been yet consider in the construction of CAD systems.

In this study a CAD system has been developed for discrimination of normal, infectious and cancer prostate tissues based on texture analysis of transrectal ultrasound images. The proposed CAD system presents three unique characteristics compared to other studies, attempting to overcome limitations in existing literature, mentioned in previous paragraph: (a) in contrast to previous studies that have used internal validation procedures, an external cross-validation procedure has been used in this study for evaluating the performance of the CAD system. In this way, the generalization capacity of the system to unseen data could be assessed [19–22]. (b) The CAD system has been designed using a multi-classifier system in contrast to previous studies that have used single classifiers. In this way, we have tried to investigate whether suitable combinations of classifiers might improve success rates in predicting different prostate pathologies. (c) Finally, to the best of our knowledge, the proposed CAD system comprises the first attempt to examine and to put emphasis in discriminating infectious from normal and cancerous cases. The latter discrimination is of major significance since infectious cases have been reported as possible early stage symptoms of emerging prostate cancer [23,24].

2. Methods

2.1. Region of interest (ROI) acquisition

A total number of 165 TRUS prostate images from 165 patients were obtained by an experienced physician (P.Z.), using an HDI-3000 ATL digital ultrasound system with a wide band (5–12 MHz) probe. The image dataset comprised 55 Prostate Normal cases (PRNO) with no pathological findings, 55 prostate infection cases (PRIN) and 55 prostate cancer cases (PRCA). All pathological cases were subjected to ultrasound guided biopsy by an experienced pathologist (A.F.) and were histological confirmed. A video grabber was used for image digitization at 320 × 256 × 8 bit. In each image, the physician, with the help of a custom made program (Fig. 1), chose a 30 × 30 pixel size region of interest, which included part of the corresponding region of interest (ROI) for the PRIN, PRCA and PRNO. Considering that our system’s resolution was 16.66 pixels/mm, each ROI’s area was 3.24 mm².

2.2. Feature extraction

A series of features were computed from each ROI. Four features were computed from the ROI’s histogram (mean value, standard deviation, skewness, and kurtosis), 14 from the co-occurrence matrices [25] and 5 from the run-length matrices [26]. In this way, 23 features represented each case (patient) since feature extraction was based on 30 × 30 ROI extracted by the participating radiologist from most representative region of the patient’s image. A more detailed description of how these features are computed can be found in Appendix A. All 23 features were normalized to zero mean and unit standard
deviation [27], according to the following equation  
\[ \tilde{x}_i = \frac{x_i - \mu}{\sigma} \]  

where \( x_i \) is the \( i \)th feature, \( \tilde{x}_i \) the normalized \( i \)th feature, \( \mu \) the mean value and \( \sigma \) is the standard deviation of the \( i \)th feature of all patterns in all classes considered.

### 2.3. Design of the classification scheme

A two level hierarchical decision tree was designed to discriminate the normal prostate cases from the infectious and cancerous cases. At the 1st level, the cancer and the prostatitis cases were grouped into the prostate abnormal (PRAB) class and were classified against the normal prostate (PRNO) cases. At the 2nd level, the abnormal cases were further classified into cases with cancer and infection. The selection of the two level hierarchical decision tree structure was motivated by the fact that this structure resembles the diagnostic procedure followed by expert physicians in diagnosis of prostate cancer based on TRUS images.

At each level, classification was performed using three different classifiers either individually or combined in a multi-classifier (MC) system. Classifiers employed were the Cubic Least Square Mapping Probabilistic Neural Network (LSM³PNN) [28,29], the Quadratic Bayesian (BAYES) [27] and the Support Vector Machines (SVM) employing a radial-basis function kernel [30]. Many classifier evaluation methods exist in literature, such as the leave-one-out, the \( k \)-fold [27], or the external cross-validation [19–22]. The selection of the validation process is an important task; there are few validation processes, which allow the extraction of conclusions regarding the generalization of the methods used. In two previous studies [19,31], it has been demonstrated that cross-validation samples should be kept external to the feature selection process. Moreover in [19], researchers have also assessed several techniques for estimating the generalization error. They showed that the external 10-fold cross-validation error is one of the most unbiased estimators of the generalization error. Hence, we have used the external cross-validation. Accordingly, data were randomly split into two main subsets: a training subset comprising 2/3 of available samples (training data) and a test subset consisting of the remaining 1/3 of available samples (test data). Training data were used for feature selection and training of each classifier using the exhaustive search (combinations up to five features) and the leave-one-out methods [32]. Following feature selection, the performance of each classifier and the MC-system (described in the following paragraph) was then evaluated on the remaining test data. This process was repeated 10 times for 10 different random splits of all available samples into training and test data. The average accuracies and ranges were computed. In this way the external cross-validation estimate of the classifiers’ performance was determined. Thus, with the external cross-validation process, at each stage of the cross-validation process, the same feature selection method is implemented only to the training data, external to the test subset, correcting in this way for the feature selection bias. Fig. 2 illustrates the design of the system using individual classifiers and internal validation method (exhaustive search and leave-one-out). The construction of the system using external validation (10-fold external cross-validation) and individual classifiers is depicted in Fig. 3. Finally, Fig. 4 demonstrates the structure of the MC-system under external validation.

The MC-system was constructed using as ensemble combination rule the majority vote (MV) [33,34]. The MV MC-system output was formulated according to the decision of the majority of classifiers (in our case, at least more than half of the
**Fig. 2** – Design of the system using individual classifiers and internal validation method (exhaustive search and leave-one-out).

**Fig. 3** – The construction of the system using external validation (10-fold external cross-validation) and individual classifiers.
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**Table 1 – Performance of individual classifiers using internal validation (internal leave-one-out) against external validation (10-fold external cross-validation).**

<table>
<thead>
<tr>
<th></th>
<th>Internal validation</th>
<th>External validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BAYES</td>
<td>LSM(^3)PNN</td>
</tr>
<tr>
<td>1st level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRNO</td>
<td>96.4</td>
<td>94.5</td>
</tr>
<tr>
<td>PRAB</td>
<td>87.3</td>
<td>91.8</td>
</tr>
<tr>
<td>Overall</td>
<td>90.3</td>
<td>92.7</td>
</tr>
<tr>
<td>2nd level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIN</td>
<td>89.1</td>
<td>94.5</td>
</tr>
<tr>
<td>PRCA</td>
<td>98.2</td>
<td>90.9</td>
</tr>
<tr>
<td>Overall</td>
<td>93.6</td>
<td>92.7</td>
</tr>
<tr>
<td>Overall system performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRNO</td>
<td>90.3</td>
<td>92.7</td>
</tr>
<tr>
<td>PRIN</td>
<td>77.8</td>
<td>86.8</td>
</tr>
<tr>
<td>PRCA</td>
<td>85.7</td>
<td>83.4</td>
</tr>
</tbody>
</table>
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Fig. 4 – The structure of the MC-system under external validation.

Fig. 4 – The structure of the MC-system under external validation.

\[
C_{MV} = \arg \max_k \sum_{i=1}^r d_{ki}
\]  

(2)

where \(C_{MV}\) is the output class of the MV MC-system, \(d_{ki} \in \{0, 1\}\) is a binary decision value of \(k\)th class for the \(i\)th classifier (1 corresponds to classification to class \(k\) and 0 to classification in any other class) and \(r\) is the number of classifiers.

All algorithms have been developed in custom MATLAB® code.

### 3. Results

Table 1 depicts the performance of individual classifiers using internal validation (internal leave-one-out) against external validation (10-fold external cross-validation) for both levels of the decision tree. The overall system accuracy for each classifier (last three rows of Table 1) was determined by multiplication of the each classifier’s performance at each level [27]. According to the results obtained from internal validation, best classifier for the 1st level of the decision tree was the LSM3PNN with overall accuracy 92.7%, whereas for the 2nd level the Bayesian attained the maximum accuracy with 93.6%. These high classification rates reduced notably when external validation was applied. For both the 1st and 2nd levels of the decision tree the LSM3PNN resulted to the highest accuracies, with 89.5% and 85.9%, respectively. In terms of overall system performance (the decision tree’s node propagating error taken into account), the proposed methodology led to the more accurate results for the discrimination of PRNO, PRIN and PRCA cases using the LSM3PNN with 89.5%, 77.9% and 75.0%, respectively.

Tables 2 and 3 presents average classification accuracies attained using an ensemble classifier scheme comprising the SVM, BAYES and LSM3PNN classifiers for both levels of the decision tree. The MC-system’s sensitivity, specificity and overall accuracy in discriminating normal from abnormal prostate cases were 86.7%, 89.8% and 88.7%, respectively. For the 2nd level, sensitivity, specificity and overall accuracy reached 91.4%, 88.7% and 90.1%, respectively. Table 4 illustrates comparative results for the individual classifiers versus the MC-system in terms of overall system performance (the decision tree’s node propagating error taken into account). The latter results were obtained using a 10-fold external cross-validation process. Fig. 5 illustrates the best design of the CAD system, for both levels of the decision tree, according to the 10-
Sues may be found in [7,18]. Basset et al. [15] has developed computer-aided detection and classification of prostate tissues in these images. Excellent literature surveys concerning images, due to the poor depiction of different prostate tissue methods for automating prostate diagnosis on ultrasound.

There has been intensive research concerning pattern recognition and classification. In the current study, we have investigated the performance of a classifier combination scheme as an alternative to using individual classifiers. The motive was to test whether the utilization of an effective combination of a panel of classifiers, which explore data from a different perspective (geometrical criteria for the SVM, statistical criteria for the Bayesian and augmentation in conjunction with non-parametric density estimation for the LSM3PNN), might enhance sensitivity and specificity in discriminating normal, infectious and cancer prostate tissues.

Results have been obtained using an external cross-validation process, in contrast to most previous studies [12, 18] that have used internal validation processes. Internal validation processes endanger the generation of optimistically biased estimates of the classification method’s performance, whose occurrence has been noted in our experiments. For the best individual classifier (LSM3PNN) classification rates reduced drastically when the external cross-validation processed was used (see Tables 1–4). The latter confirms the argument that if internal validation processes are applied, the resulting estimates of the classifier’s performance are considerably biased.

Thus, up to this point, we have developed a CAD system that ensures to a certain extent that its success rates in discriminating normal, infectious and cancer prostate tissues will remain the same even when evaluating new prostate cases.

According to [35], the exhaustive search and the branch and bound methods are the only feature selection methods that guarantee optimal feature subset selection. Exhaustive search is computationally intensive and cannot be used for large number of features combinations. However, due to sparsely of data (to use a larger number of features it is required a larger number of cases), in our case combinations up to five features might be regarded as adequate considering the high classification results that we have obtained using these features. Other methods such as sequential floating forward search, ‘plus l-take away r’, and best individual features are suboptimal. We have selected to use exhaustive search for optimal feature selection. For comparative purposes we have also used sequential floating selection (see Table 5).

Following, we have investigated a classifier combination scheme as an alternative to using individual classifiers. The motive was to test whether the utilization of an effective combination of a panel of classifier’s, which explore data from a different perspective (geometrical criteria for the SVM, statistical criteria for the Bayesian and augmentation in conjunction with non-parametric density estimation for the LSM3PNN), might enhance sensitivity and specificity in discriminating different prostate pathologies. The latter has been verified to a certain extent. Regarding the discrimination of PRNO, the

---

**Table 5 – External validation performance (in terms of classification accuracy and area under ROC curve) of individual classifiers using the sequential forward floating selection method at the feature selection stage.**

<table>
<thead>
<tr>
<th></th>
<th>BAYES</th>
<th>LSM3PNN</th>
<th>SVM-RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRNO</td>
<td>93.0</td>
<td>86.5</td>
<td>77.3</td>
</tr>
<tr>
<td>PRAB</td>
<td>79.8</td>
<td>83.1</td>
<td>90.8</td>
</tr>
<tr>
<td>Overall</td>
<td>84.5</td>
<td>84.3</td>
<td>86.1</td>
</tr>
<tr>
<td>AUROC</td>
<td>0.947</td>
<td>0.941</td>
<td>0.946</td>
</tr>
<tr>
<td>2nd level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIN</td>
<td>95.2</td>
<td>88.4</td>
<td>91.2</td>
</tr>
<tr>
<td>PRCA</td>
<td>87.8</td>
<td>86.5</td>
<td>87.5</td>
</tr>
<tr>
<td>Overall</td>
<td>91.2</td>
<td>87.4</td>
<td>89.2</td>
</tr>
<tr>
<td>AUROC</td>
<td>0.971</td>
<td>0.956</td>
<td>0.969</td>
</tr>
</tbody>
</table>
MC-system gave slightly inferior results compared to the best individual classifier (89.5% and 88.7%, respectively). However, classification of PRIN and PRCA enhanced. For PRIN cases, classification accuracy notably enhanced from 77.9% to 79.6%, whereas for PRCA case, success rates increased from 76.1% to 82.7%. These results lead to two important conclusions: (a) the potential of MC-system to boost accuracy in prostate pathologies classification and (b) the potential to sufficient accurately discrimination between PRCA from PRIN cases. The latter discrimination has gained wide attention recently [23,24], since infectious prostate tissues may represent one mechanism through which prostate cancer develops, thus, their accurate recognition is of increasing merit. To the best of our knowledge, neither MC-systems nor the discrimination of PRIN from PRCA cases has been reported in literature.

In this study, a CAD system has been developed to investigate whether accurate separation of normal, infectious and cancerous prostate tissues might be feasible by analysing textural properties of TRUS images. Three important conclusions have risen: (a) Results are in line with those presented in literature, however, it has to be stressed that the proposed system has been evaluated using an external cross-validation process. Thus, we may argue that results are indicative of the generalization of the method to new prostate cases. (b) The utilization of MC-system improves the discrimination of prostate pathologies (infectious prostate cases: improvement from 77.9% to 79.6%; cancer prostate cases: improvement from 76.1% to 82.7%). Finally, (c) the discrimination of infectious and cancerous prostate cases is feasible with reasonably high accuracies, reaching 79.6% and 82.7%, respectively.

5. Conclusions

As a conclusion, it can be considered that the combination of the complementary information from many classifiers in the form of the proposed multi-classifier system is an effective alternative to single classifier systems for prostate diagnosis. Additionally, the proposed system can be used as a second opinion tool for assisting physicians in prostate tissues characterization when analysing transrectal ultrasound prostate images.
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Appendix A. A short description of the textural features employed in this paper

A.1. Features derived from the image gray-level histogram [27]

1. Mean value

\[
m = \frac{1}{N_x N_y} \sum_{x=1}^{N_x} \sum_{y=1}^{N_y} I(x, y)
\]

(A.1)

where \(N_x\) and \(N_y\) are the image dimensions and \(I(x,y)\) is the gray-level of the image pixel with coordinates \((x,y)\).

2. Standard deviation

\[
s = \left[ \frac{1}{N_x N_y} \sum_{x=1}^{N_x} \sum_{y=1}^{N_y} (I(x, y) - m)^2 \right]^{1/2}
\]

(A.2)

3. Skewness

\[
sk = \frac{1}{N_x N_y} \sum_{x=1}^{N_x} \sum_{y=1}^{N_y} [(I(x, y) - m)^3]
\]

(A.3)

4. Kurtosis

\[
ku = \frac{1}{N_x N_y} \sum_{x=1}^{N_x} \sum_{y=1}^{N_y} [(I(x, y) - m)^4]
\]

(A.4)

A.2. Features derived from the image gray-level co-occurrence matrix

The \((i,j)\)-element of the co-occurrence matrix [25] for angle \(\theta\) of an image matrix \(I\) is defined as

\[
P_\theta(i,j) = \#( \{(x_1, y_1), (x_2, y_2) : f(x_1, y_1) = i, f(x_2, y_2) = j, \sin^\theta(x_2 - x_1) = \sin^\theta(y_2 - y_1)\})
\]

where \((x_1,y_1)\) and \((x_2,y_2)\) are two consecutive pixels of the image at angle \(\theta\).

In the present work, the co-occurrence matrices for angles \(\theta \in \{0\degree, 45\degree, 90\degree, 135\degree\}\) were calculated, and their mean value was used for independency over rotation.

From the co-occurrence matrix the following features can be defined:

5. Angular second moment

\[
\text{ASM} = \sum_{i,j} p(i,j)^2
\]

(A.5)

where \(p(i,j)\) is the \((i,j)\)-element of the normalized co-occurrence matrix and \(N_g\) is the number of gray-levels in the image.

6. Contrast

\[
\text{CON} = \sum_{n=0}^{N_g-1} \sum_{i} \sum_{j} p(i,j) \left| i - j \right| = n
\]

(A.6)

7. Correlation

\[
\text{COR} = \sum_{i} \sum_{j} p(i,j) \left[ \frac{\mu_{xy}}{\sigma_x \sigma_y} \right]
\]

(A.7)
12. Sum entropy
\[ \text{SEN} = - \sum_{i} \sum_{j} \ln(p(i,j)) \]

9. Sum of squares
\[ \text{SSQ} = \sum_{i} \sum_{j} (i - j)^2 p(i,j) \]

10. Inverse difference moment
\[ \text{IDF} = \sum_{i} \sum_{j} \frac{p(i,j)}{1 + (i - j)^2} \]

11. Entropy
\[ \text{ENT} = - \sum_{i} \sum_{j} p(i,j) \ln(p(i,j)) \]

12. Sum entropy
\[ \text{SEN} = - \sum_{i=2}^{i=2N_g} p_{x+y}(i) \ln(p_{x+y}(i)) \]

where \( p_{x+y}(k) = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j), k = 2, 3, \ldots, 2N_g \) and
\[ p_{x-y}(k) = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j), k = 0, 1, \ldots, N_g. \]

13. Sum average
\[ \text{SAV} = \sum_{i=2}^{i=2N_g} p_{x+y}(i) \]

14. Sum variance
\[ \text{SVA} = \sum_{i=2}^{i=2N_g} (i - \text{SEN})^2 p_{x+y}(i) \]

15. Difference variance
\[ \text{DVA} = \text{VARIANCE}(p_{x-y}(i)) \]

16. Difference entropy
\[ \text{DEN} = - \sum_{i=0}^{N_g-1} p_{x-y}(i) \ln(p_{x-y}(i)) \]

17. Information measure of correlation 1
\[ \text{IMC1} = \frac{\text{ENT} - \text{ENTXY1}}{\max(\text{ENTX, ENTY})} \]

where \( \text{ENTX} = - \sum_{i} \sum_{j} p_x(i,j) \ln(p_x(i,j)), \text{ENTY} = - \sum_{i} \sum_{j} p_y(i,j) \ln(p_y(i,j)), \) and \( \text{ENTXY1} = - \sum_{i} \sum_{j} p(i,j) \ln(p_x(i,j)p_y(i,j)). \)

18. Information measure of correlation 2
\[ \text{IMC2} = [1 - e^{-2\text{ENTXY2} - \text{ENTY}}]^{1/2} \]

where \( \text{ENTXY2} = - \sum_{i} \sum_{j} p_x(i,j)p_y(i,j) \ln(p_x(i,j)p_y(i,j)). \)

A.3. Features derived from the image gray-level run-length matrix:

Let \( Q_{RL}(i,j) \) the \((i,j)\)-element of the run-length matrix [26]. Then, \( i \) is the gray-level and \( j \) is the maximum number of consecutive pixel with gray-level equal to \( i \) at an angle \( \theta \).

In the present work, the run-length matrices for angles \( \theta \in \{0^\circ, 45^\circ, 90^\circ, 135^\circ\} \) where calculated, and their mean value was used for independency over rotation.

From the run-length matrix the following features can be defined:

19. Short-run emphasis
\[ \text{SRE} = \frac{\sum_{i} \sum_{j} Q_{RL}(i,j)/j^2}{\sum_{i} \sum_{j} Q_{RL}(i,j)} \]

20. Long-run emphasis
\[ \text{LRE} = \frac{\sum_{i} \sum_{j} Q_{RL}(i,j)/j^2}{\sum_{i} \sum_{j} Q_{RL}(i,j)} \]

21. Gray-level non-uniformity
\[ \text{GLNU} = \frac{\sum_{j} \left( \sum_{i} Q_{RL}(i,j) \right)^2}{\sum_{i} \sum_{j} Q_{RL}(i,j)} \]

22. Run-length non-uniformity
\[ \text{RLNU} = \frac{\sum_{j} \left( \sum_{i} Q_{RL}(i,j) \right)^2}{\sum_{i} \sum_{j} Q_{RL}(i,j)} \]

23. Run-percentage
\[ \text{RP} = \frac{\sum_{j} \sum_{i} Q_{RL}(i,j)}{P} \]

where \( P \) the maximum number of run-lengths \( N_i \).
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