Computer-Based Malignancy Grading of Astrocytomomas Employing a Support Vector Machine Classifier, the WHO Grading System and the Regular Hematoxylin-Eosin Diagnostic Staining Procedure
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OBJECTIVE: To investigate and develop an automated technique for astrocytomomas malignancy grading compatible with the clinical routine.

STUDY DESIGN: One hundred forty biopsies of astrocytomomas were collected from 2 hospitals. The degree of tumor malignancy was defined as low or high according to the World Health Organization grading system. From each biopsy, images were digitized and segmented to isolate nuclei from background tissue. Morphologic and textural nuclear features were quantified to encode tumor malignancy. Each case was represented by a 40-dimensional feature vector. An exhaustive search procedure in feature space was utilized to determine the best feature combination that resulted in the smallest classification error. Low and high grade tumors were discriminated using support vector machines (SVMs). To evaluate the system performance, all available data were split randomly into training and test sets.

RESULTS: The best vector combination consisted of 3 textural and 2 morphologic features. Low and high grade cases were discriminated with an accuracy of 90.7% and 88.9%, respectively, using an SVM classifier with polynomial kernel of degree 2.

CONCLUSION: The proposed methodology was based
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on standards that are common in daily clinical practice and might be used in parallel with conventional grading as a second-opinion tool to reduce subjectivity in the classification of astrocytomas. (Analyst Quant Cytol Histol 2004;26:77–83)
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Astrocytomas (ASTs) constitute the majority of primary brain tumors and are considered one of the most lethal and difficult-to-treat forms of cancer. In the diagnosis of astrocytomas, grade characterization is of major clinical importance since it provides an index of disease severity and influences treatment. Grading is performed by visual observation and recognition of structural tissue characteristics during microscopic inspection. According to the World Health Organization (WHO) grading system, the existence or absence of cellular pleomorphism, mitoses, endothelial proliferation and necrosis classifies astrocytic tumors on the basis of their aggressiveness in 3 grades of malignancy: ASTs, anaplastic astrocytomas (ANAs) and glioblastoma multiforme (GBM). ASTs are the least malignant low grade tumors and generally have a good prognosis. High grade tumors (ANAs and GBMs) are the most aggressive, characterized by rapid growth and a tendency to invade nearby healthy tissue. It is essential for clinicians to define disease severity because tumor grade is strongly related to survival and treatment selection.

Pathologists' subjective grade assessment has been shown to influence diagnostic accuracy. Factors that may provoke diagnostic errors include biopsy size, tumor heterogeneity, subjectivity and previous experience. Problems with tumor grade assignment are most apparent in the discrimination of low from high grade tumors, mostly because AST malignancy develops along a biological continuum. Indeed, as emphasized by Decaestecker et al, there is no specific biological criterion to establish boundaries between low and high grade tumors. Misdiagnosis may lead to inadequate therapy of high grade or to aggressive therapy for low grade tumors. It is thus necessary to objectify tumor classification.

Automated tumor grading has been extensively examined and remains an active research area. Most previous studies utilized modifications of the WHO grading system (SAMS, RTOG, HOM, Burger and Vogel) and specialized staining procedures (Feulgen, Ki-67). Decaestecker et al analyzed cytometry-related variables extracted from Feulgen-stained biopsies. Their system is based on the nearest neighbor classifier and discriminates different grades of astrocytic tumor with accuracy of 55%. As emphasized by the authors, their system had difficulty discriminating grade 2 from grade 3 tumors. Sallinen et al developed a decision-tree model evaluating histologic features closely related to the WHO grading criteria. The authors concluded that the combined analysis of Feulgen-stained slides for the generation of nuclear features, Ki-67-stained slides for mitosis counting and hematoxylin-eosin (HE)-stained slides for counting tumor necrosis provides a means to improving the prognostic efficiency of the WHO scheme. Balac et al presented a fuzzy logic-based system analyzing quantitative nuclear features extracted from Feulgen-stained slides for automated grading of ASTs. The method is compatible with the WHO scheme and discriminates different-grade tumors with overall accuracy of 66%. In a recent study, Reinholt et al investigated the differences in the nuclear placement pattern in low (grade 2) and high (grade 3) grade astrocytomas. The authors evaluated quantitative topometric nuclear features by analyzing Ki-67--stained images as possible descriptors of cell nuclear malignancy. Their system discriminates grade 2 from grade 3 tumors with accuracy of 88%.

Little effort has been made to construct an automated grading approach that may be incorporated into clinical practice. It is essential to investigate computer-aided grading techniques based on HE staining because this protocol is the one used in clinical practice but is not as accurate as the specialized nuclear staining methods used in other studies.

The aim of this study was to investigate the possibility of performing automated grading based on the WHO classification scheme and HE staining. These protocols are the most widely accepted by clinicians for everyday clinical use. Computer-assisted grading was performed by the analysis of quantitative morphologic and textural nuclear features. Low and high grade tumors were discriminated utilizing support vector machines (SVMs), state-of-the-art learning systems originating with statistical learning theory. The support vector classifier is designed to find the optimal separating hyperplane among the existing categories based on geometric criteria. Data are initially mapped into a
higher-dimensional feature space. In this feature space, the SVM constructs a separating hyperplane that has the maximum distance from the closest training data. This geometrically defined hyperplane enables the machine to create a classifier with a low probability of making errors; that means that it will perform well on unseen data. SVM does not risk trapping in local minima, needs no iterative procedures and does not assume a priori knowledge of the underlying data probability functions. Its setting is much easier when compared to those of conventional classifiers (e.g., multilayer neural networks). The possibility that SVM may be generalized, ensuring good performance even with limited training samples, made the selection of this approach most attractive. To the best of our knowledge, SVM have never been used before for the classification of histopathological images. In contrast to those in previous studies, the proposed methodology was validated for clinical material collected from 2 hospitals.

Materials and Methods

Archival material from formalin-fixed, paraffin-embedded tissue samples was obtained from 140 patients who had undergone surgery at the University Hospital, Patras (92 cases), and METAXA General Anticancer Hospital, Piraeus, Greece (48 cases) between 1993 and 2002. Patients’ ages ranged from 11 to 70 years for the AST group, from 14 to 77 for the ANA group and from 13 to 83 for the GBM group. All patients were treated with partial or total tumor resection. Most patients with high grade tumors were treated postoperatively with radiation and/or chemotherapy.

On average, 5 HE-stained sections were generated from the same block for each patient. Sections were placed on slides for microscopic examination. Slides were previewed to ensure that crucial histologic characteristics (e.g., presence or absence of necrosis) were similar for all sections for each case. Tumor grade was defined as low or high according to the WHO grading system by 2 independent pathologists. In cases of discrepant diagnoses, pathologists reviewed the slides on a multihanded microscope to make a unanimous decision concerning tumor grade. Of the 140 astrocytomas, 61 were classified as low grade (ASTs) and 79 as high grade (30 ANAs and 49 GBMs). For each slide, a pathologist specified the most representative region. From this region, images were digitized (Figure 1) (768×576×8 bit) at a magnification of 400× using a light microscopy imaging system consisting of a Zeiss Axioskop plus microscope (Welwyn Garden City, U.K.) and an Ikegami color video camera (Maywood, New Jersey, U.S.A.).

The automatic classification methodology consisted of 5 distinct stages: image segmentation, feature generation, feature selection, classification and system performance evaluation.

A segmentation algorithm was applied (Figure 2) to separate nuclei from surrounding tissue in order to quantify diagnostic features from cell nuclei. Two kinds of features were generated: 18 morphologic features related to the size and shape of cell nuclei and 22 textural features (first-order, co-occurrence, run-length based) that encoded chromatin distribution and nuclear DNA content (Table 1). After feature generation, each case was represented by a 40-dimension feature vector, with each vector element formed by the mean feature value of all examined nuclei.

To safeguard the classifier generalization, it is essential to reduce feature dimensionality and select the optimum feature subset with the highest-class discrimination information. The exhaustive search algorithm guaranteed finding the optimal subset by combining features in all possible ways (combinations of 2, 3, 4, 5 features, etc.). The best feature combination was the 1 that led to the smallest classification error according to SVM classifier self-consistency. The self-consistency method estimates the reliability of the classifier using all available data, first for training and then for testing.

Figure 1 Typical HE-stained image of brain AST (×400).
To evaluate system performance, data from two-thirds cases were randomly selected from each class and used to train the SVM classifier. The remaining one-third was used for testing the classifier. This procedure was repeated 100 times. The average performance on the 100 test sets was calculated.

The basic idea behind applying SVM to classification problems is 2-fold: the machine initially maps the input space in a higher-dimensional feature space through a nonlinear transformation function (kernel) and consequently "seeks" the optimal separating hyperplane with the maximum distance from the closest training data. The discriminant function of the SVM classifier for binary classification problems is:

\[
g(x) = \text{sign} \left( \sum_{i=1}^{N} a_i y_i K(x, x_i) + b \right),
\]

where \(x_i\) is the training data belonging to either class \(y_i \in [+1, -1]\), \(N\) is the number of training samples, and \(a_i, b\) weight coefficients and \(K(x, x_i)\) are the kernel function.

Construction of the SVM classifier required the determination of 2 parameters: the kernel function and the cost factor \(C\), which specifies the importance of misclassifications. The support vector classifier was constructed with polynomial kernels of degree 1, 2, 3 and 4 and the radial basis function (RBF) kernel with values of \(\gamma = 1/(2\sigma^2)\), ranging from 0.005 to 6. For either kernel function, \(C\) was experimentally set equal to 100:

\[
K_{\text{RBF}}(x,x) = \exp \left( -\frac{1}{2\sigma^2} \|x - x_i\|^2 \right), \quad \sigma = \text{spread}, \quad \text{and} \quad \sigma^2 = \text{degree}.
\]

The optimization problem was solved by using the routine quadprog provided with the MATLAB optimization toolbox (MathWorks Inc., Natick, Massachusetts, U.S.A.).

**Results**

The best vector combination consisted of 3 textural features—inertia, inverse second moment and correlation—and 2 morphologic ones, roundness and kurtosis of roundness. Using all available data for training as well as testing (self-consistency), low and high grade cases were discriminated with an accuracy of 100%. Optimum kernel configuration was polynomial with degree 2.

Retaining the SVM model configuration and using the selected feature vector, system performance was evaluated. On average, for the 100 simulations, the success rates of correct prediction of low and high grade cases were 90.7% and 88.9%, respectively. The performance of alternative SVM models with different kernel functions was also tested (Table II).

**Discussion**

The classification of ASTs into low or high grade defines groups of patients who are significantly different in regard to duration of symptoms and length of survival. Thus, accurate distinction between low and high grade tumors is fundamentally important. Furthermore, as emphasized by Prayson et al., the grade of a tumor determines treatment planning and clinical management. For example, many high grade tumors are frequently treated with radiation therapy, whereas many low grade tumors are not. Although the WHO grading scheme provides accurate definitions for tumor grade determination, the relative importance given by different pathologists to each of the grading criteria may vary significantly, promoting interobserver and intraobserver variation and decreasing diagnostic reproducibility. Interobserver and intraobserver reproducibility can be as low as 36–51%. The lack of consistency and consensus in grading raises many problems complicating diagnostic interpretation. It is necessary to revise conventional grading practice by introducing more objective techniques.

Toward this goal, automated tumor grading ap-
Table 1  Morphologic and Textural Features of the Cell Nucleus

<table>
<thead>
<tr>
<th>Features encoding DNA content and chromatin distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Order statistical</td>
</tr>
<tr>
<td>Based on DNA histogram</td>
</tr>
<tr>
<td>Density</td>
</tr>
<tr>
<td>Standard deviation</td>
</tr>
<tr>
<td>Kurtosis</td>
</tr>
<tr>
<td>Skewness</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

*Each feature was computed with interpulse distance \(d=1\) and \(d=3\).
**For each feature its maximum value, standard deviation, skewness and kurtosis were computed.

... approaches have been developed. Most previous studies utilized modifications of the WHO grading scheme and evaluated quantitative nuclear features generated by Feulgen- and Ki-67–stained sections. The Feulgen staining procedure selectively stains DNA, but it must be analyzed the same day or under controlled conditions after several days. Ki-67 staining is used specifically for mitosis counting, which accounts for only 1 of the 4 grading criteria in the WHO scheme.

To support the regular diagnostic procedure followed by experts, it would be essential to investigate and develop automated techniques that are compatible with clinical routine. The present work extended the research on automated grading and formulated a methodology that relies on the WHO classification scheme and the analysis of HE-stained nuclei images. These are the standards widely accepted by clinicians for use in daily practice.

Automated grading was performed using the SVM principle and extracting diagnostic information from nuclear appearance. The feature vector combination that carried the greatest discriminatory information between low and high-grade tumors was composed of 2 morphologic features (roundness, kurtosis of roundness) and 3 textural ones (inertia, inverse different moment, correlation). Roundness is an index of the irregularity of nuclear boundaries. Kurtosis of roundness is a measure of uniformity of nuclear shape distribution. Inertia describes the inhomogeneity of chromatin texture of the nucleus. In high-grade nuclei, chromatin clusters form clumps and are more irregular, resulting in lower values of inertia in comparing low-grade nuclei. Concerning inverse different moment, it accepts high values for low-contrast nuclei and describes the existence of dense and sparser areas within the cell nucleus. Finally, correlation encodes information on chromatin texture and is higher for higher grade tumors.

The SVM classifier self-consistency for the best feature vector was 100%. This result is an optimistically biased estimate of the classifier performance since the same dataset was used for both training and testing. However, it is an important step for assessing the reliability of the classifier in correctly classifying the data that we used for its design. Thus, the best feature combination determined was employed in evaluating the classifier’s performance. The evaluation was estimated by a more objective method, splitting all available data into random training and test sets.

Table II  Performance Evaluation of the SVM Classifier with Different Kernel Functions by Splitting All Available Data into Random Training and Test Sets

<table>
<thead>
<tr>
<th>Classification task</th>
<th>SVM with RBF kernel (best (\gamma=1))</th>
<th>SVM with polynomial kernel of degree (d) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low versus high grade tumors</td>
<td>(86.4)</td>
<td>(d=1) (85.4) (90.7) (94.3) (94.8)</td>
</tr>
<tr>
<td></td>
<td>(87.6)</td>
<td>(d=2) (85.4) (88.9) (86.7) (94.6)</td>
</tr>
<tr>
<td></td>
<td>(88.0)</td>
<td>(d=3) (85.8) (89.7) (88.7) (89.7)</td>
</tr>
<tr>
<td>Overall accuracy</td>
<td>(88.0)</td>
<td>(d=4) (88.0) (89.7) (88.7) (89.7)</td>
</tr>
</tbody>
</table>
SVM configuration with a polynomial kernel of degree 2 optimized classification performance, resulting in 89.7% overall accuracy in discriminating low from high grade tumors (Table II). Different kernel configurations resulted in reduced performance due to overfitting.

The results were satisfying considering that low and high grade tumors form a biological continuum. Indeed, there is no specific criterion to establish distinct boundaries between low and high grade tumors, promoting sources of diagnostic misinterpretation. Reduced performance in the discrimination of high grade tumors may be due to the large heterogeneity identified in the cytologic characteristics of tumors belonging to this category. Although it is believed that the misclassification of high grade cases is more severe, recent studies have indicated that diagnostic errors in identifying low grade tumors are equally important. As stated by Coons, incorrect identification of a low grade tumor as high grade may lead to aggressive therapy, with adverse effects on survival. From this point of view, although the polynomial kernel of degree 4 more accurately discriminates high grade tumors (Table II), it is not selected as optimum due to its reduced performance in low grade tumor identification. The polynomial kernel of degree 2 combines relatively high classification rates for both low (90.7%) and high grade (88.9%) cases.

The results obtained with the SVM classifier are comparable to those obtained by cross-validation discriminant analysis 17 and better than those obtained by the nearest-neighbor approach 15 and fuzzy logic models 16 proposed for automated grading of ASTs. However, the staining method employed in the present study is the one used in daily clinical practice and is not as accurate in staining nuclei as the specialized methods used in other studies. Additionally, in contrast to previous studies, 10-17 our methodology was validated for clinical material collected from 2 hospitals.

The method described above is accurate and compatible with standards that are common in clinical practice and could be used in parallel with conventional grading as a second-opinion tool to reduce subjectivity in the classification of ASTs.
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