Enhancing the discrimination accuracy between metastases, gliomas and meningiomas on brain MRI by volumetric textural features and ensemble pattern recognition methods
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Abstract

Three-dimensional (3D) texture analysis of volumetric brain magnetic resonance (MR) images has been identified as an important indicator for discriminating among different brain pathologies. The purpose of this study was to evaluate the efficiency of 3D textural features using a pattern recognition system in the task of discriminating benign, malignant and metastatic brain tissues on $T_1$ postcontrast MR imaging (MRI) series. The dataset consisted of 67 brain MRI series obtained from patients with verified and untreated intracranial tumors. The pattern recognition system was designed as an ensemble classification scheme employing a support vector machine classifier, specially modified in order to integrate the least squares features transformation logic in its kernel function. The latter, in conjunction with using 3D textural features, enabled boosting up the performance of the system in discriminating metastatic, malignant and benign brain tumors with 77.14\%, 89.19\% and 93.33\% accuracy, respectively. The method was evaluated using an external cross-validation process; thus, results might be considered indicative of the generalization performance of the system to “unseen” cases. The proposed system might be used as an assisting tool for brain tumor characterization on volumetric MRI series.
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1. Introduction

The subjective nature of many of the decisions related with the process of brain tumor characterization has led clinicians to continuously seek for greater accuracy in the characterization of brain tumor tissues, mainly from magnetic resonance imaging (MRI) findings [1]. The introduction of pattern recognition techniques has enabled experts to extract diagnostic information from the displayed texture on MR images. However, most of the proposed pattern recognition systems are limited to the analysis of textural features derived from a two-dimensional (2D) image slice through the center of the tumor, despite the fact that often tumors extend to more than one slice. Thus, the exploitation of multislice volumetric features may offer additional information that will improve the accuracy of these systems.

Until now, several previous studies have employed three-dimensional (3D) textural features in pattern recognition systems for improving the discrimination accuracies attained by 2D features. In particular, a recent study [2] has shown that the calculation of 3D texture measures from low-resolution CT images might be useful in predicting microarchitectural properties of bone. In another study [3],
intensity, gradient and anisotropy 3D textural features have been used for separating between brain MR images of controls and patients suffering from white-matter encephalopathy and/or Alzheimer’s disease. Furthermore, another study [4] has found that 3D volumetric features were more sensitive and more specific than corresponding 2D features in assessing patterns of emphysema ranging from mild to severe and in distinguishing normal nonsmokers from normal smokers, while in another study [5], it has been shown that 3D features achieved higher classification accuracies when applied to lung pathology.

Regarding MRI brain tumor characterization, 2D textural features have been previously employed in pattern recognition systems for the analysis of brain lesions. More specifically, in a recent study [6] utilizing hierarchical ascending classification with correspondence factorial analysis, discrimination accuracies achieved between different tumor types ranged between 49% (tumors vs. edemas) and 63% (benign vs. malignant tumors). In another study [1], discriminant analysis and the k-nearest neighbor classifier were employed for differentiating between brain tumors and edematous tissues, achieving maximum overall accuracy of 95%. Finally, in a previous study by our group [7], a two-level hierarchical decision tree has been employed to discriminate metastatic brain tumors from gliomas and meningiomas (primary brain tumors) using solely 2D textural features. By using a modified probabilistic neural network classifier, discrimination accuracies of 71% (metastatic vs. primary tumors) and 81% (gliomas vs. meningiomas) were achieved.

On the other hand, there has only been one previous study [8] for the characterization and analysis of brain tumors employing 3D textural features extracted from MR images. The authors have shown that by using a set of six 3D co-occurrence features, instead of the 2D equivalents, and linear discriminant analysis, discrimination accuracies increased between necrosis and solid tumor (100% against 68%) and between edema and solid tumor (81% against 57%).

The aim of the present study was to extend and improve the accuracy of our previous work [7] on characterizing brain tumors

1. by designing, implementing and evaluating a pattern recognition system employing 3D textural features for improving brain tumor classification accuracies when analyzing routinely taken $T_1$ postcontrast MR-image series.
2. by utilizing a support vector machine (SVM)-based ensemble classification scheme along with bootstrap aggregation (bagging) at each node of a two-level hierarchical decision tree, for discriminating between metastatic and primary brain tumors at the first level and between gliomas (malignant tumors) and meningiomas (benign tumors) at the second level. These brain tumor categories were selected based on the fact that (a) brain metastasis occurs in 20% to 40% of all cancer patients while (b) meningiomas and gliomas are the two higher incidence rated types of benign and malignant primary brain tumors [9].
3. by introducing a modified radial basis function (RBF) kernel for the SVM classifier that incorporated the least squares features transformation (LSFT) technique to improve classification accuracy.

2. Materials and methods

2.1. Data acquisition

The dataset consisted of the brain MR-image series of 67 patients with verified and untreated intracranial tumors. Patients were examined on a Siemens Sonata 1.5-T MRI Unit (Siemens, Erlangen, Germany) at the Hellenic Airforce Hospital, Greece. The dataset comprised 21 metastases, 19 meningiomas and 27 gliomas. From each case, only the $T_1$-weighted postcontrast (Gadolinium) series, with spin-echo sequence, echo time (15 ms), repetition time (500 ms) and slice thickness (1.5 mm), was used for further processing. $T_1$ postcontrast series was chosen because it encapsulates increased diagnostic information in comparison to precontrast $T_1$ or $T_2$-weighted series [10]. Contrast enhancement in gadolinium-administered MRI series is intense because of the high degree of blood–brain barrier disruption. Moreover, contrast administration assists in the separation of tumor from edema, improving visualization, localization and tumor margin delineation, resulting in information-rich MR images [10].

2.2. Volume of interest extraction and feature calculation

Utilizing these MRI series, expert radiologists specified cubic volumes of interest (VOIs) within each tumor using a software program, developed for the purposes of the present study. The program was designed using the C++ programming language and the Visualization Tool Kit [11]. The developed software utilized the marching cubes algorithm [12] to build 3D models from DICOM MRI series and, thus, to provide the radiologist with a visual aid for segmenting VOIs within brain tumors (Fig. 1). Each segmented MRI-VOI was then used to calculate a set of parameters (features) that quantified properties of volume texture within the brain tumor.

Haralick et al. [13] and Galloway [14] have described a set of textural features, based on the gray-level co-occurrence and run-length matrices, which quantified textural properties of 2D images. Their 3D (volumetric) equivalents [8,15] were employed in the present study for the purpose of quantifying textural volume properties of brain tumors. In an MRI-VOI, adjacency and consecutiveness occur in each of 13 directions (compared to 4 directions in a 2D image) and, thus, 13 gray-level co-occurrence and run-length matrices were generated [8,15]. Two types of volumetric co-occurrence and run-length features were generated, the average and range of feature values over all 13 directions. Additionally, this set was enriched with features derived from the VOI’s histogram (mean value, standard deviation, skewness and kurtosis).
Thus, a set of 36 volumetric textural features was extracted for each brain tumor; 4 from the VOI’s histogram, 22 from the co-occurrence and 10 from the run-length matrices.

All features were normalized to zero mean and unit standard deviation [16], according to Eq. (1)

\[
x'_i = \frac{x_i - m}{\text{std}},
\]

where \(x_i\) and \(x'_i\) are the \(i\)th feature values before and after the normalization, respectively, and \(m\) and \(\text{std}\) are the mean value and standard deviation, respectively, of feature \(x_i\) over all patterns and all classes.

2.2.1. LSFT-SVM classifier

The discriminant equation of the SVM classifier [17,18] is a function of kernel \(k(x_i, x)\) and is given by:

\[
f(x) = \text{sign} \left( \sum_{i=1}^{N_S} a_i y_i k(x_i, x) + b \right),
\]

where \(a_i\) are weight elements, \(b\) is a threshold parameter, \(x_i\) are support vectors (training pattern vectors with weights \(a_i \neq 0\)), \(N_S\) is the number of support vectors and \(y_i \in \{-1, +1\}\) are class labels. For kernel \(k(x_i, x)\), the Gaussian RBF [17] was employed but suitably modified by an LSFT technique. The RBF kernel function is given by:

\[
k(x_i, x) = \exp \left( -\frac{|x_i - x|^2}{2\sigma^2} \right),
\]

where \(\sigma\) is the standard deviation. Training patterns \(x_i\), prior to entering the RBF kernel, were transformed by means of a nonlinear LSFT technique to render classes more separable by grouping the patterns of each class around arbitrary preselected points. The LSFT method is an extension of the linear least squares mapping technique, introduced by Ahmed and Rao [19], and it has been extended by our group in a previous study [7]. Initially, pattern vectors were extended with up to \(n\)-degree elements plus a zero-degree constant term. The dimensionality of the extended pattern vector \(\hat{x}\) was equal to [16]:

\[
\hat{d} = \frac{(d + n)!}{d!n!}.
\]

Next, the pattern vectors of each class were suitably transformed so that they clustered around arbitrary selected points \(P_i\) (using least squares error minimization) on the decision space of dimensionality equal to the number of classes [see Eq. (8)]. The error between a transformed vector \(\hat{x}_ij\) and point \(P_i\) is:

\[
e_i = \hat{\mathbf{T}}\hat{x}_ij - P_i,
\]

where \(\mathbf{T}\) is the transformation matrix and \(\hat{x}_ij\) is the \(j\)th extended vector of class \(i\). In the present study, \(P_1=[1,0]\) and \(P_2=[0,1]\).

The aim was to compute \(\mathbf{T}\), such that the total mean square error \(E\) between all transformed vectors and points \(P_i\) was minimized, as shown in Eq. (6):

\[
\nabla_T E = \nabla_T \left( \sum_{i=1}^{K} e_i \right) = 0,
\]

where \(K\) is the number of classes.
Assuming equal a priori probabilities for each class \(i\), Eq. (6) leads to:

\[
\nabla_T \left[ \sum_{i=1}^{K} \left( \frac{1}{N_i} \sum_{j=1}^{N_i} (T \hat{x}_{ij} - P_i)^T (T \hat{x}_{ij} - P_i) \right) \right] = 0,
\]

where \(N_i\) is the number of patterns of class \(i\). Applying matrix algebra operations to Eq. (7), the transformation matrix \(T\) results in:

\[
T = \left[ \sum_{i=1}^{K} \left( \frac{1}{N_i} \sum_{j=1}^{N_i} P_i \hat{x}_{ij} \right) \left[ \sum_{j=1}^{K} \left( \frac{1}{N_i} \sum_{j=1}^{N_i} \hat{x}_{ij} \hat{x}_{ij}^T \right) \right] \right]^{-1}.
\]

Transformation matrix \(T\) is a \(K \times d\) matrix; thus, the decision space dimensionality is equal to the number of classes. By applying the LSFT procedure to the RBF kernel [Eq. (3)], it is transformed as in Eq. (9):

\[
k(x_i, x) = \exp \left( -\frac{\| T \hat{x}_i - T \hat{x} \|^2}{2\sigma^2} \right)
\]

Thus, the final discriminant function of the LSFT-SVM classifier is given by:

\[
f(x) = \text{sign} \left[ \sum_{i=1}^{N} a_i y_i \exp \left( -\frac{\| T \hat{x}_i - T \hat{x} \|^2}{2\sigma^2} \right) \right] + b.
\]

2.2.2. Bagging

Bagging, which stands for bootstrap aggregation, is another way of manipulating training data for ensemble classification schemes. In each iteration, the training subset is bootstrapped (resampled with replacement) to generate a different training subset. The logic behind bagging is that unstable classifiers, such as neural networks and decision trees, whose behavior could be significantly changed by small fluctuations in the training subset, are more likely to be stabilized after being trained with different input data [20]. Although the SVM classifier has been shown to provide a good generalization performance, the classification result of the SVM is often far from the theoretically expected level because SVM implementations usually employ approximation techniques [21]. In the present study, a bagging ensemble of three LSFT-SVMs was used to increase the discrimination accuracy of the proposed classification scheme.

2.3. Classification scheme design

An LSFT-SVM-based ensemble classification scheme (Fig. 2) was designed to discriminate between secondary (metastatic), primary benign (meningiomas) and primary malignant (gliomas) brain tumors using a two-level hierarchical decision tree. At the first level, gliomas and meningiomas were grouped into the primary brain tumor class and were classified against the metastatic brain tumor cases, while at the second level, the primary tumor cases were further classified into cases with gliomas and meningiomas.

The external cross-validation (ECV) technique was used to avoid bias conditions [22], which may occur by using the same dataset in the feature selection and evaluation stages. Therefore, the dataset was randomly split into two subsets, one was used for optimal classifier design (2/3 of the dataset) and the other for evaluation (1/3 of the dataset). The optimum feature combination in the design stage was determined by employing the exhaustive search method [16]. Accordingly, the LSFT-SVM classifier was designed...

Fig. 2. Flowchart of the classification scheme utilized in the present study.
by all possible feature combinations (up to five features), and at each combination, the classifier’s performance was evaluated by means of the leave-one-out (LOO) method [16]; that is, the LSFT-SVM classifier was designed by all but one pattern vector, which was considered as unknown, and it was classified. The process was repeated, each time leaving out a different pattern vector, until all pattern vectors were classified into one of the two tumor classes. Thus, the optimal feature vector retained was the one that gave the highest classification accuracy with the least number of features (Fig. 3).

Next, employing the optimal feature vector, the design dataset was bootstrapped (resampled with replacement) according to the bagging technique three times and an equal number (3) of LSFT-SVM classifiers was designed. An implementation of the Mersenne twister random number generation engine was used to ensure that patterns in each bootstrapped sample were selected randomly [23]. That ensemble classifier design was next utilized to classify the evaluation subset. The output of each LSFT-SVM classifier was used in the formulation of a collective decision using the majority vote rule [24]. Thus, the output of the system was expressed as in Eq. (11).

$$\sum_{i=1}^{r} D_{ji} = \max_{k=1}^{K} \sum_{i=1}^{r} D_{ki},$$  \hspace{1cm} (11)

where $r$ is the number of classifiers and $D_{ji}$ is a binary decision value for the $j$th class. The whole design and evaluation (ECV) procedure was repeated 10 times, and the classification results where averaged. Apart from the linear (first degree) procedure, the quadratic (second degree) LSFT procedure was also employed to investigate the classification accuracy behavior of the proposed LSFT-SVM classifier as higher-degree nonlinear elements were introduced in its discriminant function.

Prior to classifying volumetric textural features with the proposed classification scheme, comparison was performed between the discrimination efficiency of 2D and 3D textural features at both levels of the decision tree. The central slice of the each VOI was used to calculate the 2D co-occurrence and run-length matrices to extract the 2D textural features.

| Table 1 | SVM classifier truth table for discriminating primary from secondary tumors at the first tree level using 2D and 3D textural features |
|---|---|---|
| Primary brain tumors | Secondary brain tumors | Overall accuracy |
| 2D (3D) | 2D (3D) | 2D (3D) |
| Primary brain tumors | 45 (45) | 1 (1) | 97.83 (97.83) |
| Secondary brain tumors | 6 (3) | 15 (18) | 71.43 (85.71) |
| Overall accuracy | 89.55 (94.03) |

<p>| Table 2 | Comparative classification results between 2D and 3D textural features employing the SVM classifier at both levels of the decision tree |
|---|---|---|---|
| Number of features | First level: primary vs. metastatic tumors, overall accuracy (%) | Second level: malignant vs. benign tumors, overall accuracy (%) |</p>
<table>
<thead>
<tr>
<th>2D textural features</th>
<th>3D textural features</th>
<th>2D textural features</th>
<th>3D textural features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>73.13</td>
<td>76.12</td>
<td>93.48</td>
</tr>
<tr>
<td>2</td>
<td>82.09</td>
<td>83.58</td>
<td>95.65</td>
</tr>
<tr>
<td>3</td>
<td>86.57</td>
<td>89.55</td>
<td>95.65</td>
</tr>
<tr>
<td>4</td>
<td>88.06</td>
<td>91.04</td>
<td>97.83</td>
</tr>
<tr>
<td>5</td>
<td>89.55</td>
<td>94.03</td>
<td>100</td>
</tr>
</tbody>
</table>
Fig. 4. Scatter diagram of the primary and secondary tumors utilizing 3D textural features (kurtosis, short-run emphasis, long-run emphasis).

Fig. 5. Scatter diagram of cases with gliomas and meningiomas employing 3D textural features (mean value, entropy and run-length nonuniformity).
Thus, the following 2D features were extracted: 4 features from the slice’s histogram, 22 from the co-occurrence matrices and 10 from the run-length matrices. The classification accuracies of both 2D and 3D features were evaluated employing the LOO method for all, up to five, possible feature combinations.

3. Results

To assess the discrimination efficiency of volumetric features as compared to 2D features, we performed a comparative evaluation at both levels of the decision tree using the SVM classifier.

At the first level, the overall classification accuracy employing 2D textural features was 89.55%, employing skewness, correlation, difference entropy, gray-level non-uniformity and run-length nonuniformity features combination. Individual accuracies in discriminating between primary and secondary brain tumors were 97.83% and 71.43%, respectively (Table 1). Best 2D feature vector, used for the optimal design of the SVM classifier, comprised skewness, correlation, difference entropy, gray-level non-uniformity and run-length nonuniformity. 3D features increased overall classification accuracy to 94.03% using the same classifier. The individual accuracies were 97.83% and 85.71%, respectively (Table 1). The best volumetric feature vector comprised standard deviation, kurtosis, angular second moment, contrast and long-run emphasis.

Comparative classification results for various numbers of features and for both tree levels, employing 2D and 3D features, are presented in Table 2. Fig. 4 is a scatter diagram of the primary and secondary tumor cases using 3D textural features.

At the second level of the decision tree, both 2D and 3D features achieved 100% discrimination accuracy between primary benign and malignant tumors. Fig. 5 is a scatter diagram of cases with gliomas and meningiomas employing 3D textural features.

<table>
<thead>
<tr>
<th>Number of features</th>
<th>First level: primary vs. metastatic tumors, overall accuracy (%)</th>
<th>Second level: malignant vs. benign tumors, overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear LSFT</td>
<td>Quadratic LSFT</td>
</tr>
<tr>
<td>1</td>
<td>73.13</td>
<td>77.61</td>
</tr>
<tr>
<td>2</td>
<td>80.60</td>
<td>82.09</td>
</tr>
<tr>
<td>3</td>
<td>83.58</td>
<td>91.04</td>
</tr>
<tr>
<td>4</td>
<td>88.06</td>
<td>95.52</td>
</tr>
<tr>
<td>5</td>
<td>88.06</td>
<td>97.01</td>
</tr>
</tbody>
</table>

Table 3
Comparative classification results employing the linear and the quadratic LSFT-SVM classifiers for both levels of the decision tree

![Fig. 6. Decision space scatter diagram of the optimum five-feature combination of the quadratic LSFT-SVM classifier and the corresponding decision boundary for discriminating primary from metastatic tumors employing 3D textural features.](image-url)
To further enhance volumetric feature classification accuracies, the linear and the quadratic LSFT-SVM classifiers were employed at both levels of the decision tree. The overall classification accuracies at the first level of the decision tree employing the linear and the quadratic LSFT-SVM classifier were 88.06% and 97.01%, respectively (Table 3). At the second level, the classification accuracy for both first and second degree LSFT-SVM was 100% (Table 3). Figs. 6 and 7 show the scatter diagrams of the decision space along with the corresponding decision boundaries for primary and secondary tumors and for benign and malignant tumors, respectively, using the quadratic LSFT-SVM classifier. The decision boundary of the LSFT-SVM is a line that partitions the decision space into regions, one for each class, satisfying the equality $f(x)=0$ [see Eq. (10)]. The classifier then assigns all the points on one region of the decision boundary as belonging to one class and all those on the other region as belonging to the other class.

The overall classification accuracy at the first level of the decision tree using three bootstrap aggregated quadratic LSFT-SVM classifiers was 98.51% (Table 4). Best feature vector, used for the optimal design of the classification system, comprised the skewness, kurtosis, inverse difference moment, difference variance and run percentage. Regarding the second level of the decision tree, all glioma and meningioma cases were correctly classified, resulting in 100% overall classification accuracy. The optimal feature vector for primary vs. metastatic tumors was found to be 79.09% correct, while for malignant vs. benign tumors, the accuracy was 82.09%.

### Table 4
Classification results employing the LSFT-SVM ensemble classifier scheme (bagging)

<table>
<thead>
<tr>
<th>Number of features</th>
<th>Primary vs. metastatic tumors, overall accuracy (%)</th>
<th>Malignant vs. benign tumors, overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>82.09</td>
<td>93.48</td>
</tr>
<tr>
<td>2</td>
<td>91.04</td>
<td>95.65</td>
</tr>
<tr>
<td>3</td>
<td>94.03</td>
<td>97.83</td>
</tr>
<tr>
<td>4</td>
<td>97.01</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>98.51</td>
<td>100</td>
</tr>
</tbody>
</table>

### Table 5
Classification results utilizing the ECV method and the LSFT-SVM ensemble classifier scheme (average and standard deviation after 10 ECV repetitions)

<table>
<thead>
<tr>
<th>Number of features</th>
<th>Primary vs. metastatic tumors, overall accuracy (%)</th>
<th>Malignant vs. benign tumors, overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>67.27±2.03</td>
<td>90.67±3.65</td>
</tr>
<tr>
<td>2</td>
<td>71.82±2.03</td>
<td>92±5.58</td>
</tr>
<tr>
<td>3</td>
<td>79.09±2.49</td>
<td>93.33±4.71</td>
</tr>
<tr>
<td>4</td>
<td>84.55±2.49</td>
<td>96±3.65</td>
</tr>
<tr>
<td>5</td>
<td>88.18±2.49</td>
<td>97.33±2.65</td>
</tr>
</tbody>
</table>

Fig. 7. Decision space scatter diagram of the optimum five-feature combination of the quadratic LSFT-SVM classifier and the corresponding decision boundary for discriminating gliomas from meningiomas employing 3D textural features.
vector comprised the mean value, kurtosis, correlation, difference variance and run-length nonuniformity.

By employing the ECV method for assessing the generalized performance of the system, the mean overall classification accuracy at the first level of the decision tree was 88.18%. At the second level of the decision tree, the mean overall accuracy for discriminating between gliomas and meningiomas was 97.33% (Table 5).

The overall accuracies of the classification system in discriminating metastatic tumors from gliomas and meningiomas can be obtained by multiplying the corresponding accuracies achieved at each level of the decision tree [16]. Consequently, by employing the ECV method, the classification accuracies were 77.14% for the metastatic tumors, 89.19% for gliomas and 93.33% for meningiomas.

4. Discussion

An essential outcome of this study is that 3D features have significantly improved classification accuracy in discriminating primary from metastatic tumors as compared to 2D features (improvement from 89.55% to 94.03%). Such a significant improvement was not observed for the discrimination of benign from malignant tumors, since both 2D and 3D features have resulted in 100% accuracy.

The reason for selecting only the central slice of the VOI in order to extract 2D textural features was to comply with the methodology followed by most previous studies [1, 6]. In this way, we could emphasize the benefits of using 3D textural features, which code information from the whole VOI, compared to selecting just one slice and extracting 2D features from this slice. However, it has to be pointed out that high classification accuracies achieved by 3D texture metrics might be due to the fact that 3D features exploit additional information derived from all available slices (and not just the central slice).

Another important conclusion is that the utilization of LSFT-SVM ensemble classifier scheme further improved classification accuracy as compared to using individual SVM classifiers (the SVM or the linear LSFT-SVM) for both levels of the decision tree. More specifically, at the first level of the decision tree, improvement was from 97.01% to 98.51%, with only one metastatic tumor misclassified. At the second level, all gliomas and meningiomas were correctly assigned to the proper class (100% accuracy). The enhanced performance of the LSFT-SVM ensemble classifier scheme might be attributed to the increased class separability that the LSFT procedure provides when nonlinear terms were introduced in the classifier’s discriminant function. A worth-mentioning characteristic of the LSFT method is that the classification problem is reduced to two dimensions regardless of the dimensionality of the input feature space.

Features that optimized classification results of the ensemble scheme at the first level of the decision tree encoded information related to the distribution asymmetry around the mean gray-tone value (skewness), the gray-tone distribution sharpness as compared to the normal distribution (kurtosis), the degree of homogeneity (inverse difference moment), the amount of randomness (difference variance) and measures of the linear structures appeared in the VOI (run percentage). At the second level of the decision tree, the optimum features described the gray-tone linear dependencies (correlation), the dispersion of the gray-tone intensity values (sum average), the variance of the normalized gray tones in the spatial domain (sum variance) and the degree of homogeneity of the VOI (inverse difference moment, run-length nonuniformity). Some of these textural characteristics are related to textural parameters that physicians employ in diagnosis [6] and they are proportional to the textural imprint of brain tumors; that is, gliomas have heterogeneous texture while meningiomas appear to be homogeneous in MRI.

The ECV method enabled us to assess the generalization of the system to new “unseen” data. Under the ECV, the LSFT-SVM ensemble classifier scheme achieved accuracy of 88.18% and 97.33% at the first and second level of the decision tree, respectively. Moreover, for comparative purposes, the system was constructed using the SVM classifier without the LSFT technique and without feature reduction. Results have shown an inferior performance of the system with 80.64% and 90.32% at the first and second level of the decision tree, respectively. Feature reduction enabled the elimination of features with poor discrimination accuracy, whereas LSFT improved class separability, enhancing in this way the overall classification performance of the system. Thus, results using the LSFT-SVM ensemble system indicate that the proposed method might be used for accurate discrimination of benign, malignant and metastatic brain tumors. The latter is of crucial importance. Primary and metastatic tumors follow different treatment protocols (radiation therapy and chemotherapy for metastatic tumors while primary tumors may also require surgical intervention [25, 26]). Moreover, malignant tumors, according to their grade, may require specific postsurgery treatment such as external beam radiotherapy or chemotherapy [27] while benign tumors may require stereotactic radiosurgery [28].

Considering the results of the present study, the proposed classification system constructed with 3D textural features achieved higher accuracies than those obtained in previous studies that have used solely 2D features. In particular, in a previous study by our group [7], using the same brain tumor categories and an LSFT-modified probabilistic neural network and the ECV technique, discrimination accuracies of 71.43% for the metastatic tumors, 72.22% for gliomas and 81.25% for meningiomas have been achieved. The present study improved these accuracies to 77.14% for the metastatic tumors, 89.19% for gliomas and 93.33% for meningiomas, employing the ECV method. In another study by our group [29], direct discrimination between metastatic, malignant and benign tumors resulted in classification accuracies of 87.50%, 96.67% and 95.24%, respectively, employing only the LOO technique. The classification scheme utilized in the present study, employing the LOO method, achieved classification accuracies of 95.24% for the metastatic tumors and 100% for
both gliomas and meningiomas. The main differences of the present study compared to our previous studies [7,29] are (a) the inclusion of 3D textural features, (b) the extension of the method by utilizing the bagging ensemble technique, (c) the introduction of a modified RBF kernel for the SVM classifier that incorporated the LSFT technique and (d) the improvement of results in discriminating metastatic, benign and malignant tumors.

Moreover, in a recent study [30], an SVM-based classification system discriminated gliomas and meningiomas with 95% overall accuracy, employing as features image intensities from four MR sequences ($T_1$, $T_2$, PD and GD). When features derived from MR spectroscopy were also included, classification accuracy reached 99.8%. In another study [31], employing the LS-SVM classification algorithm and MR spectroscopic data, overall accuracies in distinguishing between secondary brain tumors and meningiomas or glioblastomas or astrocytomas were 97%, 59% and 96%, respectively. Our findings are comparable, however, employing solely volumetric textural features from the $T_1$ contrast-enhanced MRI series.

The computational time required for the training and evaluation procedures were approximately 11 h for the proposed classification system. This time-demanding computational load is attributed to the iterative methods used for best feature selection (exhaustive search) and for system’s evaluation (ECV, LOO, optimal classifier’s design and parameter estimation). However, once the system has been designed, no iterative processes are required in order to classify a new case. Thus, classification of new cases is instantaneous.

5. Conclusion

The utilization of 3D textural features improved accuracy in the characterization of brain tumors on volumetric MR images as compared to using 2D textural features. LSFT-SVM ensemble classifier scheme further enhanced classification results. The proposed system might be used as an assisting tool for brain tumor characterization on volumetric MR images.
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