An intensity-region driven multi-classifier scheme for improving the classification accuracy of proteomic MS-spectra
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A B S T R A C T
In this study, a pattern recognition system is presented for improving the classification accuracy of MS-spectra by means of gathering information from different MS-spectra intensity regions using a majority vote ensemble combination. The method starts by automatically breaking down all MS-spectra into common intensity regions. Subsequently, the most informative features (m/z values), which might constitute potential significant biomarkers, are extracted from each common intensity region over all the MS-spectra and, finally, normal from ovarian cancer MS-spectra are discriminated using a multi-classifier scheme, with members the Support Vector Machine, the Probabilistic Neural Network and the k-Nearest Neighbour classifiers. Clinical material was obtained from the publicly available ovarian proteomic dataset (8-7-02). To ensure robust and reliable estimates, the proposed pattern recognition system was evaluated using an external cross-validation process. The average overall performance of the system in discriminating normal from cancer ovarian MS-spectra was 97.18% with 98.52% mean sensitivity and 94.84% mean specificity values.

© 2009 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

Ovarian cancer is the fifth leading cause of cancer-related deaths in women in the United States [1]. Despite the fact that ovarian cancer is ten times less common than breast cancer, it is three times more lethal [1]. The high mortality rate of ovarian cancer might be related to the lack 1/of a screening strategy to detect early stage disease and 2/of the small number of specific symptoms of the disease in the early stages [1].

A common screening strategy followed for the ovarian cancer early stage detection, mainly in the high risk population groups [1], includes annual pelvic examinations, transvaginal ultrasound and serial measurements of the biomarker 125 (CA-125). Nevertheless, the latter biomarker, exhibits a sensitivity of less than 60% in early stages of the disease [2,3]. Thus, more sensitive biomarkers are required for accurate the detection of ovarian cancer.

Proteomics has been shown an important tool for biomarker discovery aiming towards effective and reliable diagnosis of ovarian cancer [4]. An important aspect in
proteomics data analysis is the investigation of mass spectrometry (MS) spectra profiles, which concerns the selection and utilization of a number of m/z values, which encode information concerning the correlation of proteins or peptides with various diseases.

Significant research has been conducted in search for more accurate methods for screening ovarian cancer. Most of these studies have been tested on the ovarian cancer proteomic dataset (8-7-02) [5] and can be categorized into two main groups: 1/studies that have used all MS-spectrum’s m/z values [4,6–13] and 2/studies that have used the MS-spectrum’s m/z values which were greater than 1000 [14–16]. In the first category, research efforts have been presented using various feature selection approaches, such as Separation measures, Envelope eccentricity, entropy, Pearson correlation, and Signal to noise correlation [6], signal to noise statistics [12], entropy methods and statistical hypothesis testing [10,11]. Moreover a panel of classification methods have been employed such as genetic algorithms [8], Logical Analysis of Data [6], Nearest Neighbour classifiers [11,13], genetic algorithms coupled with cluster analysis [4], decision trees [9] and support vector machines (SVM) [7,10–12]. Results have shown classification accuracies from 92% to 100% [4,6–13,15]. In the second category (m/z values greater than 1000), authors in [15] have employed a pre-processing scheme that has comprised, baseline subtraction, average spectrum generation, spectra alignment, peak detection and potential biomarker identification attaining 94% accuracy using the Adaboost classifier, for m/z values greater than 1500. In [14] a method has been used employing combinatorics and optimization-based methodology of Logical Analysis of Data. The authors have applied the method excluding each time a part of the spectrum investigating the discriminatory efficacy of smaller and larger m/z values. For m/z values greater than 1000, results have shown 89% sensitivity and 93% specificity, for m/z values greater than 2000 accuracies were 89% sensitivity and 92% specificity, whereas for m/z values greater than 3000 predictions rates were significantly reduced. In [16] a two-sided wilcoxon test has been used for feature reduction; classification rules have been constructed using discriminant analysis. For m/z values greater than 2000, the method has resulted for a single data partition into one training and one test dataset to 100% sensitivity and 95.7% specificity.

In this study, a novel method is presented for the feature selection and classification of proteomic MS-spectra with application to ovarian cancer. The method starts by automatically breaking down all MS-spectra into common intensity regions. Subsequently, the most informative features (m/z values) are extracted from each common intensity region over all MS-spectra using a pattern recognition system. Finally, the normal from the ovarian cancer MS-spectra are discriminated using a multi-classifier scheme. The proposed method was evaluated on the public available proteomic dataset (8-7-02) [5]. Only the m/z values greater than 1500 were considered, following the findings in [17], which suggest that it is sometimes difficult to extract reliable information by analyzing the part of MS-spectra with m/z values below 1500 due to distortion of this part of MS-spectra by energy-absorbing-molecules. The proposed method differs from others in three key issues. (a) Methodology: The novel concept of feature extraction from common intensity regions over all MS-spectra is introduced, (b) Reliability: The proposed method, in contrast to previous studies, was evaluated using an external cross-validation process. Thus, results may be considered reliable and indicative of the generalization capability of the proposed method to unseen data. Previous studies have either split the entire dataset into one training and one test set [15], or have used k-fold validation procedures to estimate the performance of the classification mechanisms employed [14,16]. Splitting data into only one training and test set cannot be considered as an optimal process for robust estimates of the classifier performance [18]. On the other hand, k-fold validation methods are subjected to feature selection bias as has been shown by Ambroise and McLachlan [18], resulting in this way to optimistically estimates of the classifiers’ performance. The external cross-validation adopted in this study, takes into account and corrects for the feature selection bias, safeguarding the reliability of classification performance estimates. (c) Accuracy: Compared to previous studies that have analyzing the part of MS-spectra with values greater than 1000, we will show that the proposed method results to the highest classification estimates, which at the same time, may be considered as reliable of the performance of the method to unseen MS-spectra.

2. Materials and methods

2.1. Dataset

MS-spectra from the ovarian-cancer dataset (8-7-02) were obtained from the National Cancer Institute Clinical Proteomics Database [5]. The samples were processed with a robotic device. MS-spectra were produced using the WCX2 protein chip and an upgraded PBSII SELDI-TOF mass spectrometer. The dataset comprised 91 controls and 162 ovarian cancer cases.

2.2. Data partition-system evaluation design

The proposed method was evaluated in terms of the external cross-validation method which provides a nearly unbiased estimate of the prediction error [18]. Accordingly, the MS-spectra dataset was randomly separated into 2 subsets: a training dataset (70% of the data) used for generating (designing) the classification scheme, and a testing dataset (30% of the data) used for assessing its predictive performance on unseen MS-spectra. Data pre-processing, noise estimation, peak detection, peak common intensity regions generation and peak alignment were performed on the training dataset. The overall classification accuracy for the testing dataset was recorded. This process was repeated 10 times for each split of the external cross-validation method into training and testing datasets.

2.3. Baseline subtraction – normalization – smoothing

All MS-spectra exhibited a baseline drift due to chemical and electronic noise [19]. Accordingly, the baseline drift of each MS-spectrum was estimated by using multiple shifted win-
dows of 200 bins (m/z values) size. Spline approximation was used to regress the varying baseline. The regressed baseline was subtracted from the spectrum, yielding a baseline corrected spectrum [20].

Normalization was used to reduce variation in signal intensity between spectra [21]. In order to be consistent with [9,11,12,16], the spectra of the training dataset were normalized according to Eq. (1):

$$NV = \frac{(V - \text{Min})}{(\text{Max} - \text{Min})}$$

where NV is the normalized intensity, V is the spectrum’s intensity to be normalized, Min and Max are the minimum and maximum intensities of all MS-spectra in the training dataset. These values (Min, Max) were used to normalize the spectra of the corresponding testing dataset employing.

Smoothing was employed for reducing spectrum’s spikes that appear to constitute peaks which are not replicates at all spectra [21]. The smoothing process was performed using the Lowess smoothing technique [22].

2.4. Noise estimation

A local noise estimation procedure was followed for noise removal. Accordingly, a sliding, non-overlapping window scanned each spectrum across the m/z value axis calculating at each position the local histogram. Local noise was computed according to Eq. (2) for each position of the sliding window, considering only intensity values below the 90th [23] percentile of the local histogram. Following, those spectral points exhibiting values below the estimated local noise Eq. (2) level were considered as noise and were omitted from further analysis. The width of the sliding window was fixed, comprising 1% of all spectral points, whereas the size of the sliding window was variable, since the distance between adjacent spectral points is not equal. Local noise estimation was performed on the training dataset (Section 2.2).

$$\text{local\_noise} = \text{mean\_value} + \text{std}$$

2.5. Peak detection

Peaks were detected using a simple differentiation method [24] performed for each denoised spectrum. Selected peaks were considered as encoding information concerning potential biomarkers and were used for further analysis.

2.6. Peak-intensity regions generation

Each MS-spectrum’s selected peaks were broken down into 5 intensity regions. The borders of each region were experimentally determined for optimum classification performance defined at 0, 50, 60, 70 and 80 percentiles of each spectrum’s normalized intensity histogram. Specifically, a simple algorithm was designed that determined the intensity thresholds as follows:

First, the ovarian MS-spectra were split once into one training dataset (70% of the MS-spectra randomly selected) and one test dataset (the remaining 30% of the MS-spectra). Second, a mean spectrum was formed [25] from the training dataset. Third, “peak detection” on the mean spectrum was performed for locating existing peaks in the mean spectrum. Fourth, equidistant intensity thresholds were initially set and their values were appropriately modified so that the resulting intensity regions would each contain approximately an equal number of peaks. Finally, the so determined mean spectrum’s threshold levels were rounded to the nearest ten. The number of intensity regions for optimum classification performance was determined by experimentation, by repeating the whole classification process (see Section 2.8) for 1, 3, 5, or 7 intensity regions. It was found that by splitting the ovarian MS-spectra into 5 regions provided the highest classification accuracy.

2.7. Peak alignment

A peak alignment process succeeded for each common intensity region separately, in order to counterbalance possible shifts of the same peaks between different spectra, a phenomenon appearing as a combined effect of chemical and electronic noise [19]. Accordingly, peaks that were found to differ less than 0.1% of relative mass [4] (m/z value ± m/z value × 0.001) were classified as of corresponding to the same m/z value. Resulted m/z values (features) were subsequently used for classification in order to discriminate normal from cancer ovarian MS-spectra and b/select m/z values reflecting potential biomarkers.

2.8. Classification

To facilitate notation, from this point and on, each m/z value will be referred to as feature, each set of m/z values describing a single MS-spectrum will be referred to as spectrum sample, and each of the 5 common intensity regions will be referred to as group.

The classification scheme was designed as follows: At each repetition of the external cross-validation process, during which data were split into training and testing datasets (Section 2.2), the peaks of the first group of the training dataset were used as input to three classifiers, namely the Support Vector Machine (SVM) [26], the Probabilistic Neural Network (PNN) [27] and the k-Nearest Neighbour (k-NN) [27]. For each classifier, the optimal feature subset that maximized the classification accuracy was determined, employing the sequential forward selection method [27]. Among the three classifiers, the one that provided the maximum classification accuracy was finally selected to discriminate, in the testing dataset, normal from cancer spectrum samples. The same process was repeated for the remaining (four) groups.

The end result of the above process was the selection of a single classifier design (classification algorithm and features) for each group. Thus, five different classifier’s designs were obtained. Subsequently, the 5 classifiers’ designs were combined on a single ensemble scheme [28] using a majority vote rule (Eq. (3)), in order to discriminate normal from cancer ovarian spectrum samples:

$$MV(x) = \sum_{g=1}^{5} d_g(x)$$

(3)
where \( MV \) is the majority vote decision concerning an unknown spectrum sample \( x \), \( d_g \in \{1, -1\} \) is the binary decision result at the \( g \)-th peak-intensity group, where \( g = 1, 2, \ldots, 5 \). The unknown spectrum sample is then classified as normal if \( MV(x) > 0 \) or cancerous otherwise.

Classification results for the 10 data splits at each repetition of the external cross-validation process (see Section 2.2) were averaged by computing their mean and standard deviation values.

In the classification scheme (Fig. 1) the classifiers employed were:

1/SVM [26]; The discriminant function of the SVM classifier is given by Eq. (4):

\[
D^{\text{SVM}}(x) = \text{sign} \left( \sum_{i=1}^{N} a_i y_i K(x, x_i) + w \right)
\]  

where \( x \) is the unknown sample, \( x_i \) is the \( i \)-th training feature vector, \( y_i \) is the corresponding class label \([-1, +1]\), \( N \) is the number of samples and \( K \) is the kernel function [26]. The optimization problem of calculating parameters \( a_i \), was solved by using the function \textit{quadprog} provided by the Matlab\textsuperscript{TM} (The Mathworks, Inc., Natick, MA) optimization toolbox. In order to select the most suitable kernel for the ovarian dataset classification four kernels, linear, second order polynomial, third order polynomial and radial basis function were tested. Best results were obtained using the linear kernel (Eq. (5)). The same observation was previously reported for the same ovarian dataset in [12].

\[
K(x, x_i) = x \cdot x_i
\]  

2/PNN [27]; The discriminant function of the PNN classifier is given by Eq. (6):

\[
D^{\text{PNN}}_k(x) = \frac{1}{(2\pi)^{d/2} \sigma^d} \frac{1}{N_k} \sum_{i=1}^{N_k} \exp \left( -\frac{(x - x_{ki})^T(x - x_{ki})}{2\sigma^2} \right)
\]
where $\sigma$ is the spread of the Gaussian activation function (experimentally determined for best performance to 0.5), $N_k$ is the number of samples of class $k$, $d$ is the dimensionality of samples, $x_i$ is the $i$-th sample of class $k$, and $x$ is the unknown sample. The latter is classified to the class with the highest discriminant function value.

3/k-NN [27]: The k-NN classifier computes the distances between an unknown sample and the samples of each class (neighbours) and accordingly, classifies the unknown sample to the class that most of the k neighbours belong to. As a distance metric, the Euclidean metric was used. The k parameter was experimentally determined for optimal classification performance equal to $k = 17$.

Best PNN and k-NN parameters for best performance were experimentally determined as follows: Considering the first dataset-split into training and test datasets (see Section 2.6), multiple trials in individual classifier design were performed, each time using different classifier parameter values and employing the leave-one-out method for evaluating the performance of the classifier on the training dataset alone. Here, the whole dynamic intensity range of the normalized MS-spectra (i.e. one intensity region) of the training dataset was considered.

3. Results

According to the external cross-validation process, the mean overall performance of the system in discriminating normal from cancer ovarian MS-spectra was 97.18% (Table 1). The mean values of the sensitivity and specificity were 98.52% and 94.84%, respectively. These accuracies were obtained using the majority vote rule, which was composed using the most efficient classifier at each intensity region (group). Specifically, for the 1st group the best classifier was the SVM, for the 2nd group the SVM was found most efficient in most repetitions, and for the remaining 3 groups all classifiers were approximately equally efficient as shown in Table 2. Table 3 illustrates the most frequently found $m/z$ values at each intensity group in the ten repetitions of the external cross-validation procedure.

Table 1 – Classification accuracies (mean and standard deviation) for the majority vote rule scheme over the ten runs of the external cross-validation process.

<table>
<thead>
<tr>
<th>Prediction accuracies (%)</th>
<th>Overall</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>97.18</td>
<td>94.84</td>
<td>98.52</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>2.61</td>
<td>4.08</td>
<td>1.91</td>
</tr>
</tbody>
</table>

Table 2 – Performance and structure of the majority vote scheme for each repetition of the external cross-validation process using the majority vote combination rule.

<table>
<thead>
<tr>
<th>External cross-validation repetition</th>
<th>Overall</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group1</td>
<td>SVM</td>
<td>KNN</td>
<td>SVM</td>
</tr>
<tr>
<td>Group2</td>
<td>SVM</td>
<td>SVM</td>
<td>SVM</td>
</tr>
<tr>
<td>Group3</td>
<td>SVM</td>
<td>KNN</td>
<td>SVM</td>
</tr>
<tr>
<td>Group4</td>
<td>SVM</td>
<td>SVM</td>
<td>KNN</td>
</tr>
<tr>
<td>Group5</td>
<td>SVM</td>
<td>SVM</td>
<td>SVM</td>
</tr>
</tbody>
</table>

Table 3 – Most frequently found $m/z$ values for all repetitions of the external cross-validation.

<table>
<thead>
<tr>
<th>Common intensity regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group1</td>
</tr>
<tr>
<td>-------------------------------------</td>
</tr>
<tr>
<td>SVM</td>
</tr>
<tr>
<td>SVM</td>
</tr>
</tbody>
</table>

According to the external cross-validation process, the mean overall performance of the system in discriminating normal from cancer ovarian MS-spectra was 97.18% (Table 1). The mean values of the sensitivity and specificity were 98.52% and 94.84%, respectively. These accuracies were obtained using the majority vote rule, which was composed using the most efficient classifier at each intensity region (group). Specifically, for the 1st group the best classifier was the SVM, for the 2nd group the SVM was found most efficient in most repetitions, and for the remaining 3 groups all classifiers were approximately equally efficient as shown in Table 2. Table 3 illustrates the most frequently found $m/z$ values at each intensity group in the ten repetitions of the external cross-validation procedure.

Table 4 shows the classification results obtained employing the whole dynamic range of the normalized MS-spectra, i.e. without incorporating the peak-intensity regions generation step and the ensemble classification scheme. In this case, only individual classifiers could be used to assess the performance of the system, since the majority vote combination rule was designed to combine information from different intensity regions. It can be observed from Tables 1 and 4 that the performance of the system employing the majority vote combination rule was significantly higher (97.18%) as compared to the classification results obtained employing the peak-intensity regions generation step and the ensemble classification scheme.
to the performance of the best individual classifiers (92.94%, 89.41%, 92.94% for the SVM, PNN, k-NN, respectively).

4. Discussion

The goal of this study was to develop a structured pattern recognition system designed to interpret information from each intensity region for optimum separation of normal from ovarian cancer MS-spectra. The peak-intensity regions generation step proved efficient in boosting up the performance of the system under the Majority Vote combination rule. Previous studies [23,29] have utilized similar classifier combination schemes, but from a different perspective. According to these studies, the predictions of individual classifier members of the combination schemes were based on coding aggregated information extracted from each MS-spectrum. On the other hand, individual classifier members in this study were designed to code information from only a part of each MS-spectrum, the so-called intensity region, the borders of which were common for all MS-spectra. Subsequently, only one individual classifier (the one that gave the maximum classification accuracy) was selected to represent each common intensity region; the five resulting classifiers, corresponding to each one of the five common intensity regions, were combined to form the ensemble prediction rule. Results have shown that prediction rules based on common intensity regions were uncorrelated, since the proposed Majority Vote rule gave significant higher accuracy compared to individual classifiers (92.94% for both k-NN and SVM, and 89.41% for the PNN).

Another issue that has to be mentioned is that only the m/z values greater than 1500 were considered in this study to avoid possible sources of distortion of the ‘lower’ part of MS-spectra by energy-absorbing-molecules. The latter distortion might lead to optimistically biased estimates as it has been shown in [17]. Results presented in this study are in line with other studies that have investigated m/z values above 1000; however, our results might be regarded as more reliable. Indeed, in this study the external cross-validation method was used to estimate the performance of the prediction rules (97.18% overall accuracy, averaging ten independent splits of data into training and testing subsets), in contrast to other studies that have used validation methods, according to which the training data were also used as testing data (89% specificity and 97% sensitivity for m/z values >1500 [15], 89% sensitivity and 93% specificity for m/z values >1000 [14], 89% sensitivity and 92% specificity for m/z values >2000 [14]), or a unique splitting of data into one training and one testing set (98.4% overall accuracy for m/z values >2000). The external cross-validation has been proven to give unbiased estimates, and these estimates might be considered indicative of the generalization of the prediction rule to unseen data [18]. Thus, it could be argued that the proposed method should work efficiently on new ovarian cases, given that the experimental protocol used for obtaining MS-spectra remains unaltered.

Although the external cross-validation process may be used for reliable estimates regarding the performance of the system, it cannot be used to propose a specific pattern recognition design with particular m/z value. This is so since, at each one of the 10 repetitions of the external cross-validation procedure, it is most likely that a different combination of optimal design features will result for a particular classifier. Thus, it will be difficult, at the end of the 10-trial validation procedure, to propose a particular set of optimal features, which will provide a classifier design with highest classification accuracy to “unseen” MS-spectra.

One proposition for designing a system ready-to-use could be the selection of those m/z values that were simultaneously chosen by all classifiers at each repetition of the external cross-validation process. Such a selection is of value since all classifiers utilized in this study have exploited MS-spectra from a different point of view due to their different theoretical concepts: the PNN is based on non-parametric estimation of the probability density function of each class, the SVM relies on geometrical criteria, by seeking an image of the input space into a higher dimensional feature space in which data can be linearly separated, and the k-NN focus on the relationship of each data point with its neighbourhood. Thus, as most important m/z values were considered those appearing as ‘best features’ to all classifiers during the pattern recognition system’s designing stage. However, these m/z values must be first identified in the protein level, and confirmed by traditional methods, such as RIA, ELISA, Western blot, in order to be accepted as useful biomarkers in the diagnosis of ovarian cancer.

The methodology described in the present study has been tested on a publicly available proteomic dataset, achieving the highest classification accuracy compared to other studies that have employed the same dataset. However, for our method to have a meaningful clinical contribution it should be further

<table>
<thead>
<tr>
<th>External cross-validation repetition</th>
<th>SVM (%)</th>
<th>PNN (%)</th>
<th>KNN (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>89.41</td>
<td>91.76</td>
<td>94.12</td>
</tr>
<tr>
<td>2</td>
<td>96.47</td>
<td>94.12</td>
<td>95.29</td>
</tr>
<tr>
<td>3</td>
<td>89.41</td>
<td>91.76</td>
<td>95.29</td>
</tr>
<tr>
<td>4</td>
<td>90.59</td>
<td>85.88</td>
<td>91.76</td>
</tr>
<tr>
<td>5</td>
<td>96.47</td>
<td>91.76</td>
<td>91.76</td>
</tr>
<tr>
<td>6</td>
<td>97.65</td>
<td>88.24</td>
<td>89.41</td>
</tr>
<tr>
<td>7</td>
<td>95.29</td>
<td>89.41</td>
<td>92.94</td>
</tr>
<tr>
<td>8</td>
<td>95.29</td>
<td>89.41</td>
<td>96.47</td>
</tr>
<tr>
<td>9</td>
<td>90.59</td>
<td>88.24</td>
<td>87.06</td>
</tr>
<tr>
<td>10</td>
<td>88.24</td>
<td>83.53</td>
<td>95.29</td>
</tr>
</tbody>
</table>

Mean accuracy: 92.94, 89.41, 92.94
Standard deviation: 3.60, 3.14, 2.99

Table 4 – System’s performance using individual classifiers and excluding the peak-intensity regions generation step.
tested on ovarian datasets from well-designed experiments. With regards to the dataset employed in the present study, it has been acknowledged [19,30] that the healthy and cancer samples were run at different times, thus allowing for a probable machine drift over time.

As a conclusion, the contribution of the present study is to propose a methodology, which is based on the concept of combining information from different MS-spectra intensity regions into an ensemble classification structure, in order to improve the accuracy of proteomic MS-spectra classification.
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